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About SimActive
o

» Leading developer of photogrammetry software for over 10 years

» Continually innovating with the Correlator3D™ product

» First GPU powered AT and DSM engines in the industry

Mosaic
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Innovation at a Glance
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Correlator3D™ Inputs

Aerial Satellite UAV
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Correlator3aD™ Software
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GPU Computing

» GPU computing is the use of a GPU together with a CPU to
accelerate applications

» Photogrammetry is a good candidate GPU computing

+

CPU: MULTIPLE CORES GPU: THOUSANDS OF CORES
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GPU Implementation

» GPU programming is notoriously
difficult

» Tedious performance optimizations.
» Lack of portability

» No guarantee the application will
perform any faster

» Highly important to manage the
CPU, GPU, memory systems and
I/O information
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GPU Code

» Since 2008, SimActive has had the time advantage to capitalize on
the GPU effort

» Actively built upon GPU expertise, optimizing code for subsequent
DSM releases

Third Generation
Second Generation

First Generation
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m Relative Performance
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DSM Generation
o

» A Digital Surface Model (DSM) is a representatlon of
ground topography

» Main Processing Steps:
» 1. Correlation
» 2. Triangulation

» Bottom-up approach

DSM Example
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DSM Generation

Traditional approach: How does it work?

Epipolar
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Dense DSM Generation

» Adense DSM has a grid
post spacing approaching
the ground sampling
distance (GSD) of the input
imagery
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Challenges
For dense DSM generation

» Process more difficult

» Radiometry differences between images
» Camera calibration
» Exterior orientation

» More points leads to longer processing time
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SimActive Top-Down Approach
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Comparison

» Bottom-Up » Top-Down
» Derive solution » Test solutions
» Feature-Based » Grid-Based
» High density in » High density in all
some areas only areas
» CPU » GPU
» Few cores » Hundreds of cores
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Grid-Based

S ———

Grid-based DEM is d

GPU

1 Many possible solutions are prepared to be tested

2 These solutions are processed by the GPU simultaneously
3 When a match is found, the problem is solved




Parallelization

Parallelization with standard PCs is simple, intuitive and scalable

Cluster Solution Standard PC . .
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Upgrades Costly, difficult Easy, affordable
Maintenance IT support required Low maintenance
Hardware Specialized Standard
Cost Expensive Manageable
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Results

Large-Format Sensor

Image GSD 0.10m

Image Size 200 MP

DSM Resolution 0.30 m

DSM Accuracy 0.10m
Processing time 7.9 min/frame
RMSE 0.11m

Bias 0.04 m
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Results

Satellite Sensor

Image GSD 0.50m
DSM Resolution 1.50 m
DSM Accuracy 0.28 m
Processing time 15 min/frame

RMSE 0.73m
Bias 0.57m
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Results
UAV Sensor
Image GSD 0.05m
Image Size 20 MP

DSM Resolution 0.15m
DSM Accuracy 0.06 m
Processing time 10 sec/frame
RMSE 0.08 m
Bias 0.03m
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Roadmap 2013
]

SimActive is committed to constant improvement through innovation

December 2013
(planned)

October 2013
(planned)

New color
balancing tools

May 2013
(delivered)

AT
visualization,
review tools &
Improved DTM

veE

Conclusion

» Massive dense DSMs need the GPU
for superior performance

» Correlator3D™ advantages

» Solves GPU challenges to
generate highly precise results

» Unsurpassed speed through
GPUs and multi-core CPUs

» Optimized GPU code in it’s third
generation

» Only standard PCs required for
maximum performance




